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ABSTRACT

Computer-aided detection/diagnosis (CAD) systens exahance the diagnostic capabilities of physiciand
reduce the time required for accurate diagnosis. dijjective of this paper is to review the recarttlished segmentation
and classification techniques and their state-efatt for the human brain magnetic resonance im@ge&s). The review
reveals the CAD systems of human brain MRI imagesstll an open problem. In the light of this rewi we proposed a
hybrid intelligent machine learning technique fomputer-aided detection system for automatic dietectf brain tumor
through magnetic resonance images. The proposdthitge is based on the following computational rod#)
the histogram dependent thresholding for image setation, the discrete wavelet transform for fesguextraction,
the principal component analysis for reducing themethsionality of the wavelet coefficients, and tleeed forward
back-propagation neural network to classify input® normal or abnormal. The experiments were edrrout on
80 images consisting of 37 normal and 43 abnormalinant and benign tumors) from a real humannbikéiRl dataset.
The classification accuracy on both training arad images is 90% which was significantly good. Tésults revealed that

the proposed hybrid approach is accurate and fastabust. Finally, possible future directions smggested.

KEYWORDS: Neural Networks, MRI Images, HDT Thresholding, Dé&te Wavelet Transform, Principal Component

Analysis
INTRODUCTION

Early detection of the brain tumor is very impottand the motivation for further studies. In thaibrmagnetic
resonance imaging (MRI), the tumor may appear lflebut for further treatment, the physician alsoed® the
quantification of the tumor area. The computer andge processing techniques can provide greatihedmalyzing the

tumor area.

On the other side, computer-aided detection (CABRy Meen developing fast in the last two decades.
The main idea of CAD is to assist radiologists nterpreting medical images by using dedicated caenpsystems to

provide ‘second opinions’.

Studies on CAD systems and technology show that €ADhelp to improve diagnostic accuracy of radjisits,
lighten the burden of increasing workload, redueacer missed due to fatigue, overlooked or datalasged and
improve inter- and intra-reader variability. Thendi medical decision is made by the radiologistensgquently,
radiologists expect that CAD systems can improwar thiagnostic abilities based on synergistic dffelsetween the

radiologist and the computer with medical imageysisa and machine learning techniques.
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Therefore, the CAD systems should have abilitieslar to the radiologists in terms of learning aedognition
of brain diseases. For this reason, pattern retiogriechniques including machine learning play @ntant roles in the

development of CAD systems.

To create a CAD system, the integration of variouage processing operations (techniques) such agem
segmentation, feature extraction and selection, eladsification are essential. Recently, varioupesy of brain
computer-aided detection methods have been dewklbpea number of researchers, including our grosimgubrain
MR images based on several types of machine leqamlassifiers. The challenge remains to provide CgyStems that
work in all cases regardless of the quality and stze of the database. CAD systems of human brdikages are
primarily motivated by the necessity of achievingximum possible accuracy. Our motivation of thigdstis to improve
the performance of a CAD system for human brainotudetection.

PROPOSEDMETHOD

» Framework of the Proposed Work

Using the reduced incidence matrix we have to make in order to develop a CAD system with a
low computational cost, we have proposed a hylmtdlligent system. The architecture for the propo&AD brain
MRI system is shown in Figure 1. It comprises fonain processes for (i) image acquisition and pregssing,
(i) segmentation of ROI, (iii) feature extractiomnd selection, and (iv) classification of the skddc ROl and
performance evaluation.
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Figure 1: The Proposed Methodology of CAD Brain MRISystem
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* Image Acquisition and Pre-Processing

Image acquisition techniques like MRI, X-Ray, udvand, mammography, CT-scan are highly dependent on
computer technology to generate digital imageserAftbtaining digital images, image pre-processeuahmiques can be
further used for analysis of region of interestpre-processing is performed in order to removeeaisd clean-up the
image background. In this stage, preprocessingdbasemedian filter is presented. The preprocessiagesused to
improve the quality of the images and make the stsmfies more reliable. The median filtering techmiguapplied to
remove the high frequency components in MR imaghe.advantage of using the median filter is thegritoves the noise

without disturbing the edges.
» Segmentation of Region of Interest Using Thresholdg

Image segmentation and defining the region of @#ers an important approach and the most timetooimg

part of image analysis and processing, which caidelithe images into different parts with certaistidctions.
* Automatic Thresholds

Automatically selected threshold value for eachgeméy the system without human intervention isechin
automatic threshold scheme. This is requirement khewledge about the intensity characteristics ld bbjects,
sizes of the objects, fractions of the image ocmuiffiy the objects and the number of different tygfesbjects appearing

in the image.
e Histogram Dependent Technique (HDT)

The histogram based techniques is dependent osutteess of the estimating the threshold value dbpéarates
the two homogonous region of the object and backgtoof an image. This required that, the image &iom be of
two homogonous and will-separated regions and taeists a threshold value that separated thesenggihe (HDT) is
suitable for image with large homogonous and weparate regions where all area of the objects auttdoound are

homogonous and except the area between the ohjattisackground.
This technique can be expressed as:
C(T) = R(T)oX(T)+Py(T)o2(T)
Where:
C (T) is the within-group variance.
Py(T) is the probability for group with values lessn T.
P,(T) is the probability for group with values grematiean T.
o4(T) is the variance of group of pixels with valless than or equal T.
» Features Extraction Based on Wavelet Transform

In this study, the feature extraction of MRI imagiss obtained using the discrete wavelet transform.
The wavelet is a powerful mathematical tool fortéea extraction (Daube, 1991; Hiremath Shivashgn&a@ujari, 2006).

The use of wavelet transform is particularly appiate since it gives information about the signaitbin frequency and
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time domains. DWT is a frequently used image prsiogstechnique which performs the function of tfansing images
from the spatial domain into the frequency domdg. applying DWT, we are able to decompose an imate the
corresponding sub-bands with their relative DWTfficients.

The DWT is implemented using cascaded filter bankahich the low pass and high pass filters sattsfstain
specific constraints. The basic scheme of DWT deusition and its application to MR images is shawrigure 2.

Where the functions h(n) and g(n) represent théficents of the high-pass and low-pass filterspectively.

As a result, there are four sub-band (LL, LH, HH,)iimages at each scale. The LL sub-band can terded as
the approximation component of the image, whilelthie HL, HH sub-bands can be regarded as the @etaibmponents
of the image. For feature extraction, only the bahd LL is used for DWT decomposition at next scalso, the LL
sub-band at last level is used as output featumtoreln our algorithm, a two and three level deposition via
Haar wavelet was utilized to extract features. Féga shows a schematic diagram of %evel wavelet transform
decomposition Haar Wavelet transform along withciteiceptual expression diagram. A layout of DWT-bahds with

three-scale dyadic decomposition of Lena imagéasve in Figure 2.
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Figure 2: A Schematic Diagram of &' Level Wavelet Transform Decomposition
» Features Reduction Based on Principal Component Atgsis (PCA)

Excessive features increase the computation timgé @memory storage which sometimes causes some
complications in the classification process (theseuof dimensionality), and so it is required tduee the number of
features. The principal component analysis is thestmvell-known used subspace projection technicgiét @rovides
suboptimal solution with a low computational costdacomputational complexity. PCA is an efficentastgy for
transforming the existing input features of a dettasonsisting of a large number of interrelatedialdes into a new
lower-dimension feature space while retaining nudghe variations. The input feature space is fansed into a lower
dimensional feature space using the largest eigeorseof the correlation matrix and forms a newddeirdered variables

according to their variances or their importan@@nJDuin, & Mao, 2000).
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The implementation of PCA is shown Figure 3.Additional information and implemented studies at
PCA can be reached frofdolliffe, 1986; Polat & Gunes, 20; Smith, 2002; Wang & Paliwal, 200

PCA is a statistical method used to decrease tkee disnensions while retaining as much as possiblth®

variation present in the data set to process ttefdater and effectiv(Jolliffe, 2002).

This technique tethree effects: it orthogonalizes the componefhth® input vectors so that uncorrelated v
each otherit orders the resulting orthogonal components st ttiose wit the largest variation confirst, and eliminates
those components contributing theast to the variation in the data set. Using desysof feature reduction based
PCA limits the feature vectors the component selected by the PCA which leads tefficient classification algorithm.
So, the main idea behind using R@ our approach is to reduce the dimensionalityhe wavelet codicient which
results in a more effient and accurate clafier (Z6liner, Emblem, & Schad, 2012).
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Figure 3: Implementation of PCA
» Component Analysis (PCAMRI Images ClassificationBased on Artificial Neural Networks (ANN)

Neural networks are widely used in pattern cfication sincethey do not need any information about
probability distribution and the a priori probabds of different classes. ANN clafication system miics the human
reasoning and in some casesgiites the decision for more than one class to stimvpossibilitie of other diseases.
For brain MR image classifation, as normal or abnormal, we used a -propagation neural network (BIN) to classify
inputs into the set of target categories (normahtmmormal) based on feature selection paramet@isNBis a supervist
learning method which is a ndimear generalization of tl squared error gradient descent learning rule falatipg he

weights of the artifiial neurons in a sinc-layer perceptron, generalized to fdedward networksHaykin, 2008).

ANN is a branch of artifiial intelligence (Al). It can imitate tl way in which a human brain works in proces
such as studying, memiping, reasoning and capable of performing masgiparallel computations for data process
and knowledge representation. One advantage afetiel network approach is that i of the intense computation tak
place during the training proce€3nce the ANN is trained for a particular task, operatisrrelativelh fast and unknown
samples can be identified.

Generally, an ANN can be fined as a system or mathematioabdel that consists of many nonlinear ficial

neurons running in parallel and ynae generated as c-layered or multilayered.
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Most ANNs have three layers: input, output, anddbid The function of the hidden layer is to interwdetweel
the external inpuaind the network output in some useful manner. Betaheoreticainformation about ANNs can
found in Haykin (2008). An ANMtructure is shown iFigure 4.

Feed forward multilayer neural network (FFNN) isrdoantly used. The back propagation algorithm has |

used in the training of the FFNN.

Two kinds of signals aridentfied in this network: The functiosignals (also called input signals) that come i
the input of the network, propagate forward (neubgnneuron) through the network and reach the dutmd of the
network as output signal3he error signalshat originate at the output neuron of the netward propagate backwa

(layer by layer) through the networkhe output of the neural network is described leyfailowing equation:
Y = Fo(E WOj (Fu (X, Wii Xi))

where W, represents the synaptic weights from neuron Y & lidden layer to the single output neut
X; represents the ith elemeontftthe input vector, , and k are the activation function of the neurons from hisden laye
and output layer, respectively, ;Vire connection weights between the neurons of the hiddger an the inputs.
The learning phase of the network proceeds by addy adjusting the free parameters of the system basdteomeal
square error Ejescribed by the following equation, between predi@and measured path loss for a set of approlyri

selected training examples:
1 . .
E =X, (Yi—di)’
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Figure 4: Artificial Neural Network (ANN) Architecture

Where vy is the output value calculated by the network a; represents the expected output. When the
between network output and the desired output iEmiked, the learning process is terminated andnéteiork can bi
used in a testing phase with testtees. At this stage, the neural network is desctibg the optimal weight cdiguration,

which means that theoretically ensures the outgat eninimization
PERFORMANCE EVALUATION

Quantitative evaluation of the proposed system itnisl performance we analyzed using different statistic

measures.
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Confusion matrix was used to calculate the perfoigeaof the CAD system. Confusion matrix contains
information about actual and predicted classifarai For evaluating the proposed algorithm basedhenconfusion
matrix, we used the metrics of sensitivity (measuttee proportion of actual positives which are ecily identified),
specificity (measures the proportion of negativeshictv are correctly identified), and accuracy

(as given in the equations below).
Sensitivity (true positive rate) = TP / (TP + FN)
Specificity (false positive rate) = TN / (TN + FP)
Accuracy (percent of all samples correctly classlfi
=(TP+TN) /(TP + TN + FP + FN)

Where: TP: (true positives) is the correctly clfedipositive cases, TN: (true negative) is theectty classified
negative cases, FP: (false positives) is the irecti§r classified negative cases and FN: (false the®ais the incorrectly

classified positive cases.

The receiver operating characteristic (ROC) cusvihé plot that displays the full picture of traafébetween the
sensitivity and (1-specificity) across a seriescof-off points. Area under the ROC curve (AUC) nsidered as an
effective measure of inherent validity of a diagiogest. Partest plot and Rose plot test methazhés of the methods in
ROC curve method.

Here come some performance results of our Neuraldi&.
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Figure 5: Neural Network Training Performance Plot

The default performance function for feed-forwamtworks is mean square ernmsethe average squared error

between the network outpuasand the target outputsit is defined as follows:

F = mmse =

1 . ]'2 1 tad )
(e, = (&, — ex;)
h; e; m% ; —
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In the graph above we can see the developmenteah$ieduring the 28 iterations for the training, testigd
validation steps. In this graph tlmseis going down towards the best results expectedth&tepoch 22 we get the
minimummsewhich is 0.076648.
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Figure 6: Neural Network Training State Plot
The above figure shows two graphs, the first ondegzribes the results of the gradient value imyeiteration.
The more the gradient value is near to 0 the margoerformance of our network is going up.

The second graph represents the number of valiathecks in each epoch, we can see that after the

epoch 22 the number of validation checks increeegg@iglly and it reaches 6 at the iteration 28.
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Figure 7: Neural Network Training Error Histogram P lot

This graph represents the Error Histogram whictcutated as the difference between the targets of ou

neural networks and the actual outputs.
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Figure 8: Neural Network Training, Testing and Validation States Confusion Matrices

This figure shows the confusion matrix for theriag, testing and validation steps, and the allfusion matrix
of the neural networks using this matrix we cancualate the specificity, sensitivity and accuracy aafr artificial

neural network.

A confusion matrix contains information about attaad predicted classifications done by a classifin system.

Performance of such systems is commonly evaluatid) the data in the matrix.

The green indicates the number of inputs assigmadectly to their classes, and the red indicates th

misclassification of the inputs.
The black and blue cells indicate the overall rssul

The following figure shows the ROC graphs for tfenting, testing and validation phases of the di@ssreated.
At the last the overall ROC of the system.

A ROC represents the classes by the False PoBititeein function of the True Positive Rate.
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Figure 9: Neural Network Training, Testing and Validation States ROC Plot
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A perfect test would show points in the upper-t&ftner, with 100% sensitivity and 100% specificity.

From the graphs we can see the for the class heed®O0 percent sensitivity and 100 percent spédyifiery fast

whereas for the class 2 it takes some time, butrgdly the results are quite good.
EXPERIMENTATIONS RESULTS

The images were randomly selected as there ark 80tamages consisting of 37 normal and 43 abnormal

brain images.

The network configuration is WNy*2(Figure 4 shows the general architecture of the FFNN used for
classification), Nis the input layer and M is the hidden layer. The network configuration igNN;*2, such that a
Two-layers network with 10 input neurons for thatfee vectors selected from the wavelet coeffisidnt the PCA,

10 neurons in the hidden layer and two neuronsha autput layer was used to represent normal ambretal
human brain. Table 2 shows the network parametad for training.

The experimental results for normal and abnormassification are listed in Table 1. The effectivenef our
approach has been demonstrated in Table 3, withedl set of data. The classification accuracy dfe98ensitivity of 82%,
specificity of 100%. Also, the accuracy of a mottelmaking predictions is evaluated regularly usargROC analysis.
An ROC curve is generated by combining the truedtipesfraction (sensitivity) and false positive ¢téon (1-specificity)
by setting different thresholds. A quantitative sw@& of the accuracy of the classification techaiguobtained by finding
the area under the ROC curve (AUC) which varieswbeh 0.0 indicating poor classification performance
and 1.0 indicating high classification performanthe area of the ROC curve results implied that lodorid technique

can provide a consistency high accuracy for claesdibn of human brain MR images. In this methodglthe AUC = 90.
The results show that our method obtains quiteggeresults on both training and test images.

Table 1: Setting of Training and Testing Images

Total No No._ o_f Images in No. o_f Images in
of Image:s Training Set(60) Testing Set(20)
Normal | Abnormal | Normal | Abnormal
80 20 28 17 15

Table 2: The Network Parameters Used for Training

Parameters ANN
Number of input layer units 10
Number of hidden layer 1
Number of first hidden layer unit 10
Number of output layer units 2
Maximum number of epochs to train 100(
Minimum performance gradient le-10
Learning rate 0.01 |

Table 3: Classification Rates

TP | TN | FP | FN | Sensitivity (%) | Specificity (%) | Accuracy (%)
33 | 31 7 0 100 82 90
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CONCLUSIONS AND FUTURE WORK

Magnetic Resonance Imaging (MRI) is an importar@neixation and diagnosis method for brain tumors in
medical imaging. With a sound mechanism and cleaging of soft tissues, the doctor on the patiediggnosis can be
scientific and rational, to grasp the exact progjms of the disease state, which would set ouafhropriate treatment,

surgery and following-up to a series of diseasd¢robmeasures.

Computer-aided analysis is to reduce the worklofdlartors, to improve the diagnostic accuracy o th

para-medical analysis, and meanwhile to improveatitematic degree in practice.

With the advance of computational intelligence andchine learning techniques, computer-aided detecti
attracts more attention for brain tumor detectibhas become one of the major research subjecteitical imaging and
diagnostic radiology. In this study, we reviewedrent studies of the different segmentation, featextraction and
classification algorithms. In particular, this papeviews recent papers which are between 200&@8&8. In light of this,
we proposed a hybrid technique for processing ofl MRin images. The proposed technique first appéiatomated
thresholding as a front-end processor for imageneegation and detecting the region of interest, #ugsh employs the
discrete wavelet transform to extract features fMdRI images. Moreover the principal component asiglys performed
to reduce the dimensionality of the wavelet coedfits which results in a more efficient and aceuralassifier.
The reduced features are sent to back-propagagarahnetwork to classify inputs into normal or abmal based on

feature selection parameters.

A preliminary evaluation on MRI brain images shasv&ouraging results, which demonstrates the robsstaof
the proposed technique. We have realized a largdbauof algorithms that could also be applied ®dkveloped system
and compare the results with this one. Accordinghi®® experimental results, the proposed methodffisiemt for
automated diagnosis of brain diseases. Our propasethod produces classification accuracy of 90%h wit
100% sensitivity rate and 82% specificity rate. Jhexperiment results show that the proposed fiassiethod can
successfully differentiate between healthy and gatiically cases and can increase the diagnostitonpeance of

human brain abnormality.

The challenge remains to provide generalized CAResys that work in all cases regardless of datasiaseand

quality. So, CAD system remains an open problem.

As present there is not a public test databasedghf tapacity of MRI sequences internationally, @ednmon
evaluation criteria are still relatively simple, sothe future work, we will attempt to contact etHaboratories carrying
out similar research to share MRI data and worletiogr in order to establish a large-capacity, ofgst database,
and continue to test the proposed method with ieohthe new database to validate its effectivenasd further

improvement.
There are several future directions which mightHfer improve the CAD systems for human brain MRgesa

e The acquisition of large databases from differastiiutions with various image qualities for cliaicevaluation

and improvement in the CAD systems.

* Improve the classification accuracy by extractingrenefficient features and increasing the trairdata set.
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There is still much room for additional researctreutilize other machine learning techniques anegrate them

into a hybrid one system.

Further experiments and evaluation are therefostralde to establish whether the proposed appreabhee

generic applications.

Finally we hope that in the entire study, existiogmputer-aided analysis and evaluation systems on

medical images can be improved and new evaluatiteria can be proposed and applied in the futuveke:
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